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a b s t r a c t 

The formation of a thermally insulating vapor layer at the Leidenfrost state poses a major concern for 

heat transfer performance and safety operation of many phase change thermal systems. It is desirable 

to develop effective means to suppress the Leidenfrost state and to elevate the Leidenfrost point (LFP). 

In this work, the electrostatic suppression of a Leidenfrost drop was investigated by using a combined 

experimental and analytical approach. The effects of the voltage and driving frequency of the electric 

field on the LFP were measured. A theoretical model based on the electromechanical force balance and 

the Kelvin-Helmholtz instability analysis was formulated to quantify the relationship between the LFP 

and the applied electric field. This approach overcomes the major drawbacks of the existing models in the 

literature by offering a direct prediction of the LFP for a wide range of fluid types (electrically conducting 

or dielectric) enhanced by either DC or AC field. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

A liquid drop at the Leidenfrost state is levitated over a super- 

eated surface by a thin vapor layer that arises from rapid evapo- 

ation at the bottom of the drop. Since direct liquid-solid contact is 

eprived, heat transfer between the drop and the substrate is pri- 

arily via conduction through the vapor layer, making the Leiden- 

rost state very ineffective for thermal energy transport. It is thus 

rucial to suppress or delay the occurrence of Leidenfrost state 

n order to ensure the performance of a myriad of liquid drop- 

ased applications such as spray cooling, spray quenching, liquid 

re extinguishing and fuel injection [1–7] . Besides, the Leidenfrost 

tate is also encountered in bulk boiling when the critical heat flux 

CHF) condition is exceeded. It demarcates the complete transi- 

ion of heat transfer regime from the preferred nucleate boiling to 

he least effective film boiling, and often precedes the catastrophic 

oiling crisis [ 8 , 9 ]. Therefore, a good grasp of the key processes

nd suppression mechanisms of the Leidenfrost state will help to 

mprove the fundamental understanding of the boiling crisis and 

evise new strategy to enhance CHF [10–12] . 

Suppression of the Leidenfrost state can be achieved by el- 

vating the threshold temperature at which it commences, also 
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nown as the Leidenfrost point (LFP). Surface properties, such as 

urface wettability and roughness, have a significant impact on the 

FP. Hydrophilic surfaces, either inherent or chemically modified, 

enerally favor a higher LFP than their hydrophobic counterparts, 

ince the surface affinity to liquids facilitates rewetting at the dry- 

ut conditions [13–17] . Recently, engineered surfaces with artifi- 

ial micro- or nanostructures have been shown to enhance the LFP 

rastically [ 18 , 19 ] and the degree of enhancement well exceeds the 

mprovement due to the wettability change by surface roughness 

lone. Microscale surface structures usually take the form of mi- 

ropillars. The pillar height is comparable to the typical vapor layer 

hickness (10 ~ 100 μm ) [20–25] so that the micropillars are able 

o perforate through the vapor layer to restore the liquid-solid con- 

act [ 9 , 26 , 27 ]. In close spacing, the microstructures also produce

apillary wetting to redraw liquid to the hot surface, which is ben- 

ficial for lifting the LFP. However, compared to a plain surface, 

he microstructures cause more vapor generation owing to the en- 

arged total heat transfer area, and their presence blocks the flow 

ath of the vapor release to the ambient [ 21 , 23 ]. Their dimen-

ions and layout must be carefully designed to optimize the LFP 

nhancement. Nanoscale surface structures, such as nanorods and 

anowires [28–33] , on the other hand, are more promising as they 

o not suffer from the major drawbacks of the microstructures. 

anostructures induce strong capillary wicking or hemi-wicking 

ffect to keep the solid surface from drying out at high temper- 
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tures [34–38] and are shown to even trigger explosive heteroge- 

eous boiling at the hot surface which makes it impossible for a 

table vapor layer to survive as in the Leidenfrost state [39] . On 

anoporous surfaces, vapor phase evaporated from the drop per- 

olates into the porous matrix, effectively reducing the vapor layer 

hickness [40–42] . It has been demonstrated that the LFP of wa- 

er drops is elevated by 100 °C to 140 °C on micro/nanostructured 

urfaces above that on a plain surface [43] . More recently, hier- 

rchical surfaces with both micro- and nanostructures have been 

dopted to further enhance the LFP [ 35 , 39 , 43–45 ]. The rationale is

hat the microstructures will recreate the liquid-solid contact and 

he nanostructures induce capillary wicking. The LFP was shown to 

ncrease to 453 °C for a water drop on a nanoporous surface deco- 

ated with micropillars [39] , and no Leidenfrost state was observed 

t 570 °C on a hierarchical surface consisting of a superhydrophilic 

anomembrane anchored on the top of a micropillar array [45] . 

While micro/nanostructured surfaces are highly effective in en- 

ancing the LFP, they suffer from some drawbacks common for 

unctionalized surfaces, e.g., complex and costly to manufacture, 

usceptible to fouling, difficult to scale up, and lacking structural 

urability. To address these issues, active enhancement approaches 

sing external stimulus have been attempted. One example is the 

ntroduction of mechanical vibrations for Leidenfrost suppression. 

 vibrating plate driven by a low-frequency (~10 2 Hz) loudspeaker 

as used to generate a collision force in the Leidenfrost drop, caus- 

ng the vapor layer to diminish till it broke down [46] . Alterna- 

ively, a high-frequency (~10 5 Hz) acoustic field was excited in the 

eidenfrost drop to produce surface capillary waves. By tuning the 

coustic amplitude and frequency, the capillary waves destabilize 

he liquid-vapor interface and regenerate the direct contact be- 

ween the drop and the solid surface. It was shown that the sur- 

ace temperature reduces to 45% below the LFP at the Leidenfrost 

ondition [47] . 

Active LFP enhancement can also be achieved by utilizing the 

lectric field. This approach is more attractive for it requires no 

oving parts and is ultralow in power consumption. Typically, a 

irect current (DC) or alternating current (AC) voltage is applied 

etween the Leidenfrost drop and the substrate to create a strong 

lectric field concentrated across the thin vapor layer (~10 V/ μm). 

n electrostatic attraction force is then induced to pull the drop 

oward the hot surface. As a result, the vapor layer is suppressed. 

sing a low-frequency AC signal ( f = 0.5 Hz and V = 40 V), it was

rst demonstrated in [48] that the Leidenfrost state for a water 

rop was suppressed at a surface temperature at 280 °C. A theo- 

etical model, based on the balance between the vapor pressure 

orce, drop weight and electrostatic force, was developed to de- 

ermine the minimum (threshold) voltage to attain the Leidenfrost 

uppression. In another study [49] , DC-voltage-induced Leidenfrost 

uppression was achieved at surface temperatures of up to 550 

C. A similar force balance model was formulated to predict the 

hreshold voltage, which included more details of conduction, con- 

ection and radiation heat transfer as well as the effect of the va- 

or layer on the total electrical capacitance of the drop-substrate 

ystem. Later, the liquid fingering phenomenon was observed at 

he bottom of the Leidenfrost drop in the presence of an applied 

C voltage [50] . The liquid fingers, originating from undulations at 

he liquid-vapor interface and amplified by the electric field, will 

ridge the vapor layer and destabilize the Leidenfrost state if the 

C voltage exceeded a critical value. To explore the underlying 

hysics, the dynamics of the vapor layer thickness was modeled 

y solving the thin-film lubrication equation, based on which the 

inear instability theory was applied to derive the instability crite- 

ion and the minimum voltage required to subdue the Leidenfrost 

tate. More recently, the effect of AC electric field was investigated 

xperimentally by the same group [51] . It was found that the ef- 

ectiveness of AC field for Leidenfrost suppression was negated be- 
2 
ond certain high frequencies, since the electric field will penetrate 

nside the electrolyte drop even though it is inherently conductive, 

ausing the destabilizing electric force to weaken. 

The foregoing research has shed important light on various as- 

ects of Leidenfrost suppression by electric field and, in particu- 

ar, provided the theoretical framework to rationalize the suppres- 

ion mechanisms. However, several critical drawbacks exist. First, 

s will be shown later, the force balance model implies that, due 

o different scaling relationships with respect to the vapor layer 

hickness, the electric force will be outpaced by the stabilizing vis- 

ous pressure force as the vapor layer diminishes. Thus, the Lei- 

enfrost drop would persist regardless of the magnitude of the ap- 

lied field. In other words, the force balance model alone is in- 

dequate to elucidate the Leidenfrost suppression observed in ex- 

eriments. Second, the distribution of the electric field is required 

n any theoretical model for Leidenfrost suppression. While all ex- 

sting models assume the electric field is completely confined in 

he vapor layer, it is only valid for Leidenfrost drops of electrically 

onducting liquid under the modulation of DC field. When a di- 

lectric fluid is used and/or an AC field is applied, the penetration 

f the electric field into the interior of the liquid drop will drasti- 

ally change the field distribution. Hence it is dubious if the con- 

lusions derived from the existing models can be applied directly 

o Leidenfrost suppression for general heat transfer fluids, such as 

efrigerants. Lastly, for any thermal system that may undergo the 

eidenfrost state, it is highly desirable to be able to predict the LFP 

or given conditions (such as the liquid type and the electric field). 

nfortunately, no explicit predictions are yet available from the ex- 

sting models. 

It is the aim of this work to address these issues and fill the 

nowledge gap in the current understanding of the Leidenfrost 

uppression processes through a combined experimental and the- 

retical study. The LFP of water drops under the influence of both 

C and AC fields was measured and a synchronized high-speed 

ptical imaging and infrared (IR) thermography approach was em- 

loyed to characterize the thermohydraulic behaviors of the Lei- 

enfrost drop. A new analytical model was developed that first 

educed the relationship between the wall superheat, the electric 

eld and the vapor layer thickness from the force balance model 

nd then derived an instability criterion for the Leidenfrost sup- 

ression by applying the Kelvin-Helmholtz instability analysis. This 

odel is capable of providing direct predictions of the LFP for any 

iquid, conducting or dielectric, under either DC or AC field. Re- 

ersely, the threshold frequency and magnitude of the electric field 

eeded to subdue the Leidenfrost state at any given surface tem- 

erature can also be estimated. Finally, the model predictions were 

alidated with the experimental data. 

. Experimental methods 

.1. Experimental setup 

The experimental apparatus is shown schematically in Fig. 1 . 

t consists of the test piece, the power supply, the electrical sig- 

al control system, and the synchronized high-speed optical and 

R thermographic imaging system. The test piece was made of a 

85-μm-thick 3” silicon wafer (Silicon Quest) with a 100-nm-thick, 

hermally grown silicon dioxide (SiO 2 ) layer on both sides. The sil- 

con substrate worked directly as the ground electrode of the elec- 

rical circuit of the drop-solid system. A chromium (Cr) thin-film 

eater was fabricated on the backside of the test piece. It was pow- 

red by a DC power supply (N5771A, Agilent) to provide the wall 

uperheat necessary to produce the Leidenfrost state. 

In the Leidenfrost experiments, a deionized water drop of an 

nitial volume � = 20.0 ± 0.1 μL was used as the test target. The 

nitial drop size (radius R o = 1.68 mm) was smaller than the cap- 
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Fig. 1. Experimental apparatus for electrostatic suppression of the Leidenfrost state. 
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1 Since the Weber number is very small in this work, the effects of the dynamic 

pressure and the water hammer pressure of the drop are negligible. 
llary length l c ( = 

√ 

σlv / (�ρg) = 2 . 5 mm , where σlv is the surface 

ension of the water-air interface and �ρ is the density difference 

etween water and air) such that a spherical cap geometry can 

e assumed. Meanwhile, the drop size was large enough to allow 

ufficient evaporation time to make proper experimental measure- 

ents. At each experiment, the water drop was gently deposited 

y a micropipette onto the test surface from a height of h = 1 mm

bove. The corresponding Weber number ( W e = ρU 

2 D/σ , where 

 is the impact velocity of the drop and D is the drop diameter)

as very small ( W e = 1.07) that the drop impact had a negligible

nfluence on the Leidenfrost effect. A 99.99% pure platinum wire 

f a 100-μm diameter was attached to the tip of the micropipette 

o guide the drop dispensing and remained inserted into the drop 

hroughout the experiment. The wire served as the ground elec- 

rode and also helped to confine the lateral motion of the drop at 

he Leidenfrost state. 

The DC and AC signals for the Leidenfrost state suppression 

ere produced by an arbitrary function generator (Fluke 294-U, 

luke) in combination with an inverting amplifier (BOP 200-1D- 

IT 4886, KEPCO). The DC voltage was varied between 56 V and 

40 V. The AC signal, V ( t ), followed a sinusoidal waveform (unless

therwise specified) in this study 

 ( t ) = V 0 cos ( 2 π f E t ) (1) 

here V 0 and f E are the amplitude and frequency of the applied 

ignal and t is time. For the results reported in this paper, the root 

ean square (RMS) value of the AC voltages was set as V RMS = 

1 √ 

2 
V 0 = 56 V and f E ranged from 1 Hz to 100 kHz. One excep-

ion is noted when observing the response of a Leidenfrost drop 

o a train of step-function voltage signals, where a 50% duty cy- 

le square pulse wave was applied (the details will be discussed in 

ection 4.1 ). 

.2. Measurement techniques 

The Leidenfrost temperature was determined by the drop life- 

ime method, in which the evaporation time of a drop of a given 

nitial volume was measured over a range of preset wall surface 

emperatures. The LFP was deemed as the one corresponding to 

he longest evaporation time [52] . The drop evaporation time was 

btained from the video recordings of the evaporation process, de- 

ned as the time interval between the moment the drop was de- 

osited onto the surface and the moment the drop was completely 

aporized. Since the evaporation process may last as long as ~ 120 

econds, the frame rate and resolution of the optical camera were 

aried, according to the evaporation regime the drop was subject 

o at a specific surface temperature, to capture the entire course. 
3 
he measurement accuracy depends mainly on how well the drop 

orphology can be distinguished at the last moment of evapora- 

ion. As the drop deforms violently in the contact/transition boiling 

egime, especially right before reaching the Leidenfrost state, the 

argest measurement uncertainty (~0.6 seconds) is expected near 

he LFP. This is significantly smaller than the measured drop life- 

ime and, therefore, will not affect the determination of the LFP. 

A synchronized optical imaging and IR thermography approach 

as used to observe the Leidenfrost drop motion and measure 

he wall surface temperature simultaneously [53] . The drop mo- 

ion was recorded at 60 0 0-10 0 0 0 frame per second (fps) by a

igh-speed camera (FASTCAM Ultima APX, Photon) together with 

 Nikon micro-lens (f 2.8). The pixel resolution ranged from 17.1 

m to 33.5 μm, depending on the distance between the lens and 

he drop. The shutter speed was set to 1/160 0 0 s, and a cold light

llumination source was used to compensate for the short expo- 

ure time. The wall temperature of the heater side of the test piece 

as measured by an IR camera (SC 7650, FLIR). The maximum 

esolution was 640 × 512 pixels with a spatial resolution of 150 

m/pixel. The maximum frame rate used was 180 fps. To facilitate 

he IR measurement, a water-based black paint was sprayed on the 

eater surface to yield an emissivity of εh ~ 0.97. Due to the lim- 

tation of space, a gold-coated hot mirror (N-BK7, Edmund Optics) 

as used to re-direct the thermal radiation from the heater to the 

R camera, as shown in Fig. 1 . The wall temperature of the evapo-

ation surface was then acquired after considering heat conduction 

hrough the thickness of the silicon wafer. The overall uncertainty 

n the temperature measurement was ± 1 °C. Based on the tem- 

erature distribution, the local heat flux was computed by solving 

he energy balance equation for each volume element of the sub- 

trate. The detailed data deduction can be found in [54] . A pulse 

enerator (BNC 565, Berkeley Nucleonics) was used to synchronize 

he optical and the IR cameras. 

. Theoretical models 

.1. Force balance model 

Dynamics of the Leidenfrost drop can be analyzed by consider- 

ng the force balance on the drop (as illustrated in Fig. 2 ) 

 

d 2 δ

d t 2 
= F g + F e − F v − F r (2) 

here m is the mass of the drop, δ is the vapor layer thickness, 

 g is the drop weight ( F g = mg), F e is the electrostatic force of at- 

raction when an electric field is applied, F v is the viscous pres- 

ure force in the vapor layer, and F r is the vapor recoil force on the 

iquid-vapor interface due to the momentum of evaporated vapor 

olecules. The solution of Eq. (2) will yield the temporal variation 

f δ, the key marker for the drop motion and the viability of the 

eidenfrost state. It will be shown that the force balance model 

lone is inadequate to fully capture the physics of electrical sup- 

ression, however, it provides the basis for the subsequent Kelvin- 

elmholtz stability analysis. 

.1.1. Viscous pressure force 

The viscous pressure force, F v , arises when the evaporated va- 

or phase flows through the gap space between the drop and the 

urface. At the LFP, F v is strong enough to counter the weight of 

he drop 

1 and keep the drop levitated. Using the cylindrical coor- 

inates shown in Fig. 2 , the viscous pressure force acting on the 
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Fig. 2. Forces acting on the liquid-vapor interface of a Leidenfrost drop. 
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iquid drop can be calculated from 

 v = 

a ∫ 
0 

( p v ( r ) − p 0 ) · ( 2 π r ) · dr (3) 

here p v (r) is the local pressure in the vapor layer, p 0 is the am- 

ient pressure, and a is the radius of the liquid-vapor interface 

t the bottom of the drop (also termed the apparent contact ra- 

ius of the drop on the solid substrate, which will be defined in 

ection 3.1.3 ). In Eq. (3) , p v (r) must be known in order to evaluate

 v . 

The vapor flow originates from evaporation at the bottom of the 

rop. The rate of vapor generation is obtained by relating the va- 

orization energy to the heat conduction through the vapor layer 

55–57] 

dm 

dt 
= πa 2 

(
k v 

h lv 

�T 

δ

)
(4) 

here h lv is the latent heat of evaporation, k v is thermal conduc- 

ivity of vapor, and �T ( = T w 

− T sat ) is the difference between the 

urface temperature T w 

and the liquid saturation temperature T sat . 

he vapor phase passes through the liquid-vapor interface with a 

elative velocity 1 
ρv πa 2 

dm 

dt 
while the interface itself moves at an in- 

tantaneous velocity dδ
dt 

. Thus, the absolute velocity of the vapor 

hase v z= δ is 

 z= δ = 

1 

ρv πa 2 
dm 

dt 
− dδ

dt 
= 

k v 

ρv h lv 

�T 

δ
− dδ

dt 
(5) 

Assuming the vapor flow is laminar, the continuity and momen- 

um equations are [58] 

∂ ( ur ) 

∂r 
+ 

∂ ( v r ) 
∂z 

= 0 (6) 

v u 

∂u 

∂r 
+ ρv v 

∂u 

∂z 
= −d p v 

dr 
+ μv 

∂ 2 u 

∂ z 2 
(7) 

here u and v are the radial and axial velocity components, and 

v and μv are the density and viscosity of vapor. The boundary 
4 
onditions are 

 ( r, 0 ) = 0 , u ( r, δ) = 0 , v ( r, 0 ) = 0 and v ( r, δ) = v z= δ (8)

Since δ is very small ( δ << a ), it is reasonable to assume ∂u 
∂r 

�
∂u 
∂z 

. Integrating Eqs. (6) and (7) from z = 0 to z = δ and applying

he boundary conditions yield 

δ
 

0 

∂ 

∂r 
( ur ) dz + r v z= δ = 0 (9) 

δ
 

0 

1 

r 

∂ 

∂r 

(
ρv r u 

2 
)
d z = −δ

(
d p v 

d r 

)
+ μv 

(
∂u 

∂z 

)
z= δ

− μv 

(
∂u 

∂z 

)
z=0 

(10) 

A parabolic profile is assumed for u [58] , which follows 

 = 6 u m 

(
z 

δ
− z 2 

δ2 

)
(11) 

here u m 

is the mean vapor velocity defined as 

 m 

= 

1 

δ

δ
∫ 
0 

udz (12) 

Then, combining Eq. (9) with Eqs. (5) , (11) and (12) , it leads to

 m 

= 

r 

2 δ

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)
(13) 

Substituting Eqs. (11) and (12) into the momentum equation 

q. (10) , an equation is derived for the vapor pressure variation 

d p v 

dr 

)
=− 6 

δ3 

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)[
μv + 

3 

4 

ρv δ

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)]
r 

(14) 

Then, p v can be solved by integrating Eq. (14) in conjunction 

ith the boundary condition p v ( r = a ) = p 0 

p v − p 0 = 

3 

δ3 

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)

×
[
μv + 

3 

4 

ρv δ

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)](
a 2 − r 2 

)
(15) 

As a consequence, the upward pressure force is calculated as 

F v = 

a ∫ 
0 

( p v − p 0 ) · ( 2 π r ) · d r = 

3 πa 4 

2 δ3 

(
k v 

ρv h lv 

�T 

δ
− d δ

d t 

)

×
[
μv + 

3 

4 

ρv δ

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)]
(16) 

It is worth noting that F v scales inversely proportional to δ4 . 

.1.2. Vapor recoil force 

When a liquid evaporates, the vapor phase leaves with a higher 

elocity than the incoming liquid and leads to the vapor recoil 

orce, F r , also known as the evaporation momentum force [59] . 

or a Leidenfrost drop levitating over a thin vapor layer, the re- 

oil force is regarded as an upward force to support the liquid’s 

uspension. Considering the momentum conservation at the liquid- 

apor interface, the recoil force is expressed as [60] 

 r = η2 A 

(
1 

ρv 
− 1 

ρl 

)
(17) 

here A is the interface area and η is the evaporation rate per unit 

nterface area [61] . According to the foregoing definitions, it is easy 

o see A = πa 2 and η = 

1 
πa 2 

dm 

dt 
= 

k v 
h 

�T 
δ

. 

lv 
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Fig. 3. Schematic of the RC model for the Leidenfrost drop-solid substrate system. 

Fig. 4. Geometry of a Leidenfrost drop. 
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Table 1 

Relative permittivity and conductivity of different materials. 

Dielectric constant Electrical conductivity (S/m) 

Liquid water ε l 55.6 σl 2 × 10 −4 

Water vapor ε v 1 σv 5 × 10 −15 

SiO 2 ε Si O 2 3.9 σSi O 2 1 × 10 −15 
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.1.3. Electrical force 

When a voltage is applied between the solid substrate and the 

eidenfrost drop, the drop will remain equipotential if the liquid is 

lectrically conducting and the electric field falls entirely across the 

apor layer. The drop-substrate system can be modeled reasonably 

s a parallel plate capacitor with two armatures (the drop and the 

ubstrate) separated by a vapor layer. The electric force F e on the 

rop is interpreted as the electrostatic attraction between the two 

rmatures. However, this model becomes problematic if the liquid 

s electrically insulating or when an AC voltage is used. In either 

ase, the electric field will penetrate into the drop and the dielec- 

ric behavior of the liquid must be considered. To acquire a realistic 

stimate of the electric field distribution, a resistive-capacitive (RC) 

ircuit model is employed [62] . As shown in Fig. 3 , all the materials

re each modeled as a resistor in parallel with a capacitor. 

In order to find the electrical resistance R and the capacitance C 

f the drop-substrate system, it is important to specify the geom- 

try of the Leidenfrost drop shown in Fig. 4 . The equivalent radius 

f the drop is first deduced from the initial volume, �

 = 

(
3�

4 π

)1 / 3 

(18) 

Then, balancing the drop’s weight and the Laplace pressure 

orce yields the apparent contact radius, a [63] 

 = 

R 

2 

l c 
(19) 

here l c is the capillary length defined earlier. Due to the exis- 

ence of the vapor layer, the concept of contact angle is no longer 

pplicable. Instead, the apparent contact angle, θ , is used 

= π − sin 

−1 a 

R 

(20) 

Another parameter is the distance L between the tip of the wire 

nd the heating surface, which is controlled by the insertion depth 
5 
f the wire. When the wire just touches the apex of the drop, L =
 + 

√ 

R 2 − a 2 . 

With all the geometric parameters known, the resistance of the 

rop is given by [64] 

 l = 

1 

2 πσl R 

ln 

[
( R + R cos θ + L ) ( 1 − cos θ ) 

( R − R cos θ − L ) ( 1 + cos θ ) 

]
(21) 

here σl is the electrical conductivity of the liquid. The capaci- 

ance is 

 l = f ( θ ) ε 0 ε l R (22) 

here ε 0 is the permittivity in vacuum, ε l is the dielectric constant 

f the liquid, and f (θ ) is the shape factor f = 0 . 0592 + 0 . 0012 θ +
 . 0022 tan ( 1 . 71 − θ ) [65] . The resistances and capacitances of the 

apor layer and SiO 2 layer are 

 v = 

δ

σv A 

C v = ε 0 ε v 
A 

δ
(23) 

 Si O 2 = 

δSi O 2 

σSi O 2 A 

C Si O 2 = ε 0 ε Si O 2 

A 

δSi O 2 

(24) 

The electrical properties of the different materials involved are 

ummarized in Table 1 [ 66 , 67 ]. 

When an AC voltage is applied, Eq. (1) can be rewritten in the 

hasor form 

 ( t ) = Re 
[√ 

2 V RMS e 
jwt 

]
(25) 

here the angular frequency is ω = 2 π f E , j = 

√ −1 , and Re [ ·]
epresents the real part of a complex quantity. Accordingly, the 

mpedance of a single component of the RC circuit is 

 n = 

R n 

1 + jω R n C n 
(26) 

here the subscript n can be “l” for liquid, “v” for vapor, and “SiO 2 ”

or SiO 2 . The equivalent impedance of the entire RC circuit is 

 eq = 

∑ Z n = Z l + Z v + Z Si O 2 (27) 

Subsequently, the electric field distributions in the vapor layer 

nd the liquid drop are [62] 

 v =Re 

[
Z v 

Z eq 

V 

δ

]
= 

(
R v 

1+ ω 2 C 2 v R 
2 
v 

)(∑ R n 

1+ ω 2 C 2 n R 
2 
n 

)
+ 

(
C v R 2 v ω 

1+ ω 2 C 2 v R 
2 
v 

)(∑ C n R 
2 
n ω 

1+ ω 2 C 2 n R 
2 
n 

)
(∑ R n 

1+ ω 2 C 2 n R 
2 
n 

)2 

+ 

(∑ C n R 
2 
n ω 

1+ ω 2 C 2 n R 
2 
n 

)2 
· V 0 

δ

(28) 

 l =Re 

[
Z l 
Z eq 

V 

L ∗

]
= 

(
R l 

1+ ω 2 C 2 
l 

R 2 
l 

)(∑ R n 

1+ ω 2 C 2 n R 
2 
n 

)
+ 

(
C l R 

2 
l 
ω 

1+ ω 2 C 2 
l 

R 2 
l 

)(∑ C n R 
2 
n ω 

1+ ω 2 C 2 n R 
2 
n 

)
(∑ R n 

1+ ω 2 C 2 n R 
2 
n 

)2 

+ 

(∑ C n R 
2 
n ω 

1+ ω 2 C 2 n R 
2 
n 

)2 
· V 0 

L ∗

(29) 

here L ∗ is the electric penetration depth into the drop when 

he dielectric behavior of the liquid is considered and it can be 

hown that L ∗ ≈ A 
2 πR ln [ ( R + R cos θ+ L )( 1 −cos θ ) 

( R −R cos θ−L )( 1+ cos θ ) 
] . In the case of a con- 

ucting drop exposed to a DC field ( ω = 0) , E l = (R l / 
∑ 

R n ) 
V 0 ∗ ≈ 0
L 
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Table 2 

Scale analysis of different force terms in the force 

balance equation. 

δ ( μm ) F g (N) F e (N) F v (N) F r (N) 

100 10 −4 10 −6 10 −6 10 −9 

35 10 −4 10 −4 10 −4 10 −8 

10 10 −4 10 −3 10 −2 10 −7 

1 10 −4 10 −1 10 2 10 −5 
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nd E v ≈ (R v / 
∑ 

R n ) 
V 0 
δ

, since R v > R Si O 2 
� R l , i.e., the electric field

s confined primarily in the vapor layer, just as expected. At very 

igh frequencies, E v = [(1 /C v ) / 
∑ 

(1 /C n )] 
V 0 
δ

, since 
∑ 

(1 /C n ) > ( 1 / C v )

.e., the system behaves as a pure capacitor and the electric field 

iminishes in the vapor layer. 

After the electric field is determined, the electric stress 
↔ 

τ
E 

in- 

uced in a material is given by the Maxwell stress tensor 

↔ E = ε 0 ε 
(

⇀ 

E 
⇀ 

E − 1 

2 

E 2 
↔ 
I 

)
(30) 

At the liquid-vapor interface, the phase discontinuity (i.e., the 

ump in ε across the interface) leads to an electric force F e , which 

an be calculated by integrating the Maxwell stress tensor using 

he Gauss’s pillbox method [68–70] 

 e = 

∣∣∣∣∫ 
A 

↔ 
τ

E · ˆ n dS 

∣∣∣∣ = 

1 

2 

ε 0 
(
ε v E 

2 
v − ε l E 

2 
l 

)
· πa 2 (31) 

nd the direction of F e always points to the vapor side of the inter- 

ace. Combining Eqs. (28) , (29) and (31) , it is found that F e scales

s ∼ 1 / δ2 . 

.1.4. Variation of vapor layer thickness 

Before all the force terms are included in Eq. (2) , a scale analy-

is is performed to evaluate the relative significance of each com- 

onent at different stages of the interface motion (represented by 

he δ values). The result in Table 2 reveals that as the vapor layer 

hickness decreases, the vapor recoil force F r is always a few or- 

ers of magnitude smaller than less than the electric force F e and 

he viscous pressure force F v . Thus, it is neglected in the subse- 

uent analysis. 

Now, the force balance equation ( Eq. (2) ) transforms to 

l �
d 

dt 

(
dδ

dt 

)
= ρl g� + 

1 

2 

ε 0 
(
ε v E 

2 
v − ε l E 

2 
l 

)
πa 2 − 3 πa 4 

2 δ3 

(
k v 

ρv h lv 

�T 

δ

This is a second order ordinary differential equation with re- 

pect to the temporal variation of the vapor layer thickness, and it 

equires two initial conditions to solve. By assuming a sessile drop 

t t = 0, the first condition is 

dδ

dt 
( t = 0 ) = 0 (33) 

The second condition comes from the initial vapor thickness 

0 before the electric field is actuated, which can be computed 

y nulling the electric field and the time-dependent terms in 

q. (32) 

0 ( t = 0 ) = 

[ 

3 π
2 

(
k v �T 
ρv h lv 

)[
μv + 

3 
4 

(
k v �T 

h lv 

)]
ρl g�

] 1 / 4 

a (34) 

For a 20.0 μL water drop residing on a superheated surface at 

 w 

= 300 ◦C , Eq. (34) yields δ0 = 34 . 7 μm . Using Eqs. (32) - (34) , the

ynamics of the vapor layer can be solved for different drop size, 

all superheat and electric field. Ideally, the Leidenfrost state is 

eemed suppressed when the vapor layer thickness δ reduces to 

ero. 
6 
δ

t 

)[
μv + 

3 

4 

ρv δ

(
k v 

ρv h lv 

�T 

δ
− dδ

dt 

)]
(32) 

.2. Interfacial instability analysis 

From the force balance model, it has been deduced that F e ∼
1 
δ2 and F v ∼ 1 

δ4 , which indicates the stabilizing viscous pressure 

orce will quickly dominate the destabilizing electric force as δ di- 

inishes. Thus, the vapor layer will never vanish and the Leiden- 

rost state cannot be eliminated regardless of the applied field. This 

s an artifact inherent to all force balance models that clearly con- 

radicts the experimental observations. To make the models use- 

ul, it is then necessary to choose some threshold value for the 

apor layer thickness δcr and assert a successful Leidenfrost sup- 

ression when δ reduces to below δcr . Unfortunately, the selection 

f δcr lacks scientific rigor and is often arbitrary, e.g., δcr = δ0 / 3 

as chosen in [49] . To circumvent this problem, the stability of 

 Leidenfrost drop was studied by solving the eigenvalue problem 

f the pressure disturbances emerging from the evolution equation 

f δ [50] . If the eigenvalues of the inverse time constant have a 

eal part, the disturbances will grow in time and the Leidenfrost 

tate is suppressed. The linear instability analysis is able to pre- 

ict the critical voltage for Leidenfrost suppression for given drop 

ize and surface temperature. However, its utility is restricted to 

onducting liquids in a DC field because the linearized evolution 

quation is only mathematically tractable when assuming the elec- 

ric field falls entirely across the vapor layer. If Leidenfrost drops 

f insulating liquid are concerned or drops of conducting liquid 

re subject to an AC field, the electric field will diffuse into the 

nterior of the drop, making the linear analysis invalid. Further- 

ore, the linear stability model does not automatically offer an 

xplicit prediction of the LFP for given operating conditions, which 

s imperative for the safety design and performance evaluation of 

any practical phase change heat transfer devices. In this section, 

 Kelvin-Helmholtz instability analysis is presented in an effort to 

vercome the deficiencies of the existing models. It takes the re- 

ationship between the wall superheat, the electric field and the 

apor layer thickness derived from the force balance model as the 

nput, and provides a more comprehensive and versatile descrip- 

ion of the Leidenfrost suppression mechanism as well as a direct 

rediction of the LFP. 

The liquid-vapor interface of a Leidenfrost drop shares many 

eatures as that in film boiling, both bearing a continuous vapor 

ayer of finite thickness over a superheated surface. Hence some 

nsights are first acquired from the extensive body of work on the 

nstability analysis of film boiling. Most studies can be traced back 

o Taylor’s pioneering work on hydrodynamic instabilities at an in- 

erface separating two fluids of different density [71] . The classi- 

al approach is that when the interface is disturbed, its stability is 

overned by the evolution of a representative perturbation wave 

( x, t ) = η0 e 
i ( kx −st ) (35) 

here η0 is the amplitude of the wave, k is the wavenumber 

which is related to the perturbation wavelength λ by k = 2 π/λ), 

nd s is the inverse time constant that dictates the growth rate 

f the wave. If s is real, the perturbation wave will be periodic in 

ime and, therefore, stable, whereas an imaginary solution of s sig- 

ifies the exponential growth of the perturbation. Over the years, 

he effects of surface tension, viscosity and evaporation heat trans- 

er have been added in the analysis to reflect the particularity of 

lm boiling. It is found that surface tension and evaporation stabi- 

ize the interfacial disturbances and viscosity does not eradicate an 

nstability but merely slows its growth rate [72–77] . 
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Fig. 5. (a) Profiles of the vapor layer of a Leidenfrost drop before and after the 

electric field is applied; and (b) Schematic of interfacial instability. 
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In the presence of an electric field, the electric stress 
↔ 

τ
E 

, com- 

uted by Eq. (30) , will arise at the liquid-vapor interface. It modi- 

es the balance of normal stresses that must satisfy Laplace’s con- 

ition otherwise. Following the analysis in [ 12 , 78–80 ], a dispersion 

elation between s and k can be derived 

 

2 = 

σlv 
ρl + ρv 

k 3 − ( ρl − ρv ) g 

ρl + ρv 
k − f ( E, ε l , ε v ) 

ρl + ρv 
k 2 coth ( k δ) (36) 

here σlv is the liquid-vapor surface tension and f ( E, ε l , ε v ) is a 

unction expressed as 

f ( E, ε l , ε v ) = 

ε 0 ε l ( ε l − ε v ) 
2 

ε v ( ε l + ε v ) 
E 2 l = 

ε 0 ε v ( ε l − ε v ) 
2 

ε l ( ε l + ε v ) 
E 2 v (37) 

According to Eq. (36) , surface tension tends to increase s 2 and 

tabilize the liquid-vapor interface. On the other hand, the gravi- 

ational field and the electric field decrease s 2 , making the inter- 

acial disturbances more susceptible to growth. Further, it can be 

educed that long-wavelength disturbances (small k ) are unstable 

 s 2 < 0 ) while short-wavelength disturbances (large k ) are stable 

 s 2 > 0 ). The critical wavenumber k c associated with waves of the 

astest growth rate can be determined by solving d s 2 

dk 
= 0 . The cor- 

esponding wavelength λc = 

2 π
k c 

is the most dangerous wavelength, 

.e., all disturbances with wavelengths greater than λc are unstable. 

hus, any factor decreasing λc will help to destabilize the interface. 

Before applying the knowledge gained from film boiling to elec- 

rostatic suppression of the Leidenfrost state, two particular issues 

ust be considered. First, unlike in film boiling where the liquid- 

apor interface eventually ruptures and the vapor phase is dis- 

harged as rising bubbles into the bulk liquid, vapor travels in the 

ap space between the Leidenfrost drop and the substrate and es- 

ape to the ambient from the outer edge of the drop. Hence, the 

ransverse dimensions of the liquid-vapor interface are restricted 

y the drop’s apparent contact length on the substrate (ξ = 2 a ) . 

ince only disturbances having wavelengths greater than λc can 

row, the transverse extent of the interface has a critical impact 

n the instability, for instance, if ξ happens to be less than λc , all 

isturbances will be quickly damped. Second, Eq. (36) was derived 

or Rayleigh-Taylor instability, where both the liquid phase and the 

apor phase are treated as stationary, but the relative motion be- 

ween the two phases is non-negligible in the Leidenfrost drop. To 

btain an accurate estimate of λc , a revised dispersion relationship 

ill be developed by considering the Kelvin-Helmholtz instability 

ith the phasic velocity difference. 

As illustrated in Fig. 5 the liquid-vapor interface of the Lei- 

enfrost drop is assumed to be an originally flat horizontal plane 

ocated at z = 0 . The liquid and vapor phases are moving with

¯ l and ū v , respectively, parallel to the undisturbed interface. The 

elvin-Helmholtz instability analysis can be performed following 

he framework outlined in [58] and the details will not be pre- 

ented here. Accordingly, the new dispersion equation is derived 

s 

s 2 = 

σlv 
ρl + ρv 

k 3 − ( ρl − ρv ) g 

ρl + ρv 
k − f ( E, ε l , ε v ) 

ρl + ρv 
k 2 coth ( k δ) 

− ρl ρv 

( ρl + ρv ) 
2 
( ̄u v − ū l ) 

2 k 2 (38) 

Comparing to Eq. (36) , the phasic velocity difference ( ̄u v −
¯ l ) will further destabilize the interface by promoting long- 

avelength disturbances. Since ū l � ū v , the liquid velocity ū l is 

sually discarded and the velocity difference can be simplified to 

¯ v − ū l ≈ ū v = u m 

. Moreover, considering the fact that coth (kδ) ≈
1 

kδ
for kδ << 1 , the final form of the dispersion relation for electro- 

ydrodynamic instability pertinent to a Leidenfrost drop becomes 
7 
 

2 = 

σlv 
ρl + ρv 

k 3 − ( ρl − ρv ) g 

ρl + ρv 
k − f ( E, ε l , ε v ) 

ρl + ρv 

k 

δ
− ρl ρv u 

2 
m 

( ρl + ρv ) 
2 

k 2 

(39) 

The critical wavenumber and wavelength, k c and λc , are calcu- 

ated from Eq. (39) 

 c = 

(
ρl ρv u 

2 
m 

ρl + ρv 

)
+ 

√ (
ρl ρv u 2 m 

ρl + ρv 

)2 

+ 3 σlv 
[
g( ρl − ρv ) + 

f 
δ

]
3 σlv 

(40) 

c = 2 π

−
(

ρl ρv u 
2 
m 

ρl + ρv 

)
+ 

√ (
ρl ρv u 2 m 

ρl + ρv 

)2 

+ 3 σlv 
[
g( ρl − ρv ) + 

f 
δ

]
[
g( ρl − ρv ) + 

f 
δ

] (41) 

here the parameters, u m 

, δ and f , can be solved from the fore- 

oing force balance model. It is easy to see that if the effects 

f the phasic velocity difference and electric field are absent, 

qs. (40) and (41) will reduce to the classical results in [79] . In-

eed, both factors increase k c (equivalently, decrease λc ), thereby 

romoting instability at the interface. In the above analysis, the ef- 

ects of viscosity and evaporation on stability are not expressed ex- 

licitly, but rather, they are embodied through the vapor velocity 

 m 

and the vapor layer thickness δ. 

Once λc is calculated from Eq. (41) , it can be compared with 

he contact length of the Leidenfrost drop ξ to determine the in- 

erfacial stability. If λc > ξ , no disturbance with wavelength λ > λc 

s physically possible and the interface will be stable. Otherwise, 

he interface will be destabilized causing the Leidenfrost state to 

anish. Hence, the instability criterion can be set as 

c ≤ ξ (42) 

Since u m 

and δ in Eq. (41) depend on the wall superheat �T , 

he LFP can be predicted from the instability criterion for given 

rop size and electric field conditions, i.e., a Leidenfrost drop is sta- 

le only if �T is sufficiently high such that λc > ξ can be satisfied. 

eversely, since the term f in Eq. (41) is dictated by the electric 

eld, the amplitude and frequency of the electric field necessary 

or suppressing the Leidenfrost state can be deduced from the in- 

tability criterion for given drop size and wall superheat. 
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Fig. 6. Dynamics of a Leidenfrost drops under the influence of DC fields: (a) V = 56 V ; (b) V = 100 V and (c) V = 140 V (Wall temperature T w = 200 °C). 
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. Results and discussion 

.1. Dynamics of Leidenfrost drop under electric fields 

A high-speed optical camera and an infrared camera were syn- 

hronized to observe the electrostatic suppression process. The ex- 

erimental results presented in the following are for a water drop 

ith an initial volume of 20 μL. In the experiments, the average 

all temperature was set at T w 

= 200 ◦C . 

Fig. 6 depicts the time series of the instantaneous morphology 

f a Leidenfrost drop when subject to DC voltages of 56 V, 100 

 and 140 V, respectively. In all three cases, the electric signal 

s turned on at t = 0 ms. Before that ( t = − 6 ms ), the drop is
8 
ndergoing the Leidenfrost state, evidenced by the existence of a 

table vapor cushion (shown as a gap between the drop and its 

irror image reflected from below). After a 56 V voltage is ap- 

lied ( Fig. 6 (a)), the drop is pulled downward by the electrostatic 

ttraction force to touch the superheated substrate ( t = 6 ms ). The 

brupt solid-liquid contact leads to immense vapor generation that 

erturbs and even ruptures the liquid-vapor interface with tiny 

atellite droplets splashing out from the edge (Note: this can be 

etter observed at the same time instant, t = 6 ms , in Fig. 6 (b)

nd (c)). The disturbance waves grow and propagate along the 

rop surface, causing the drop to deform slightly from the original 

runcated spherical shape ( t = 12 ms ). However, since the elec- 

ric field is not strong enough and the drop is also losing mass 
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Fig. 7. (a) Waveform of the square pulse wave signal used for electrostatic suppres- 

sion of the Leidenfrost state; and (b) Optical observation and measurements of the 

wall temperature and heat flux for a Leidenfrost drop ( V 0 = 80 V and T w = 200 ◦C ). 
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Fig. 8. Evaporation time of a water droplet at different conditions, where the LFP 

for each case is marked by an arrow (The error bars in the t e measurement are too 

small to be shown). 
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ue to evaporation and droplet ejection, the viscous pressure of 

he vapor flow soon overruns the sum of the electric and gravi- 

ational forces. As a result, the direct solid-liquid contact is short 

ived and the disturbance waves decay very rapidly ( t = 24 ms ). 

t t = 30 ms , the drop restores to its stable Leidenfrost configu- 

ation. When a higher voltage ( V = 100 V) is actuated, the elec- 

rostatic force increases nearly four times. This helps draw the Lei- 

enfrost drop to closer vicinity of the wall, as indicated in Fig. 6 (b),

ut is still insufficient to subdue the viscous pressure. At the new 

equilibrium” ( t = 36 ms ), the image suggests that a vapor layer, 

lthough visually much thinner than that in Fig. 6 (a), exists be- 

ween the drop and the substrate. Through this miniscule gap, fast 

apor flow stimulates interfacial oscillations that spread over the 

ntire surface of the drop, resulting in a drop shape quite different 

rom a standard Leidenfrost drop. If the applied voltage is further 

ncreased to V = 140 V, the drop becomes unstable. As shown in 

ig. 6 (c), the liquid-vapor interface is severely distorted and, in- 

tead of floating over a vapor layer, the drop is connected to the 

ubstrate by multiple liquid filaments extruding from its bottom. 

he static images may leave that impression that the solid-liquid 

ontact is only sporadic and intermittent, but, in fact, liquid finger- 

ng occurs with such a high frequency that the substrate is rewet- 

ed at multiple spots at any time instant. This is because the strong 

ffects of the electric force and the phasic velocity difference al- 

ays destabilize the interface. 

Fig. 7 illustrates a sample result of the Leidenfrost state sup- 

ression using a square pulse wave signal. To compare with the 

C cases, a 50% duty cycle square pulse wave with an amplitude 

f 80 V and an actuation duration of 100 ms per period was used. 

he waveform is shown schematically in Fig. 7 (a). The initial drop 

ize and wall temperature are identical to those in Fig. 6 . The op-

ical images in the first row of Fig. 7 (b) show the shape variation

f the drop during one signal cycle. When the voltage is suddenly 

urned on ( t = 0 ~ 100 ms), the drop behavior resembles that un- 

er the DC field, characterized by an oscillating interface and liquid 

laments extruding toward the solid surface. When the voltage is 

urned off ( t = 100 ~ 200 ms), the drop is able to resume a sta-

le Leidenfrost state. The images in the second row of Fig. 7 (b) 

llustrate the temperature signature of the drop on the solid sur- 

ace obtained from the IR temperature measurements. At t = 0 

s, even though there is no solid-liquid contact, the area right 
9 
eneath the drop (i.e., the apparent contact area of the drop) ex- 

ibits a lower temperature than the neighboring area due to cool- 

ng from the flow of evaporated vapor. Once the liquid-solid con- 

acts are initiated by the electrostatic suppression mechanism, the 

emperature of the same region decreases drastically owing to the 

ransient conduction through the liquid, as indicated by the deep 

lue color. The local temperature reaches its minimum at the end 

f the active 50% duty cycle ( t = 100 ms). When the electric force

anishes afterwards, the surface temperature goes up gradually as 

he suppressed drop returns to the Leidenfrost state. The corre- 

ponding heat flux distributions are computed from the tempera- 

ure data and the results are depicted in the third row of Fig. 7 (b).

learly, the high-flux regions (shown in bright colors) can be cor- 

elated with the cold spots in the temperature map. While there is 

o intention to quantify heat transfer associated with the Leiden- 

rost drop in this work, it is worth noting that the maximum heat 

ux reaches 150 – 200 W/cm 

2 at the solid-liquid contact recreated 

y the electrostatic suppression. 

.2. Experimental determination of LFP 

Six sets of experiments were conducted to measure the evap- 

ration time of a 20 μL water drop, t e , as a function of the wall

urface temperature, T w 

. These include one baseline experiment 

ithout the electric field, one with a DC field and four with AC 

elds of different driving frequencies. In each experiment, T w 

was 

aried between 100 °C and 400 °C with a 20 °C increment. The 

easured data are shown in Fig. 8 , where the Leidenfrost point, 

 LF P , is determined as T w 

corresponding to the longest evapora- 

ion time (marked by a colored arrow for each experimental con- 

ition). The baseline experiment yields T LFP = 200 ◦C . When a DC 

oltage of V = 56 V is applied, no improvement in LFP is observed, 

ecause the electric field is insufficient to suppress the Leidenfrost 

tate. When AC signals with V RMS = 56 V are applied , the LFP is en-

anced in general. The data also indicates a frequency dependence. 

he greatest improvement is found at low frequencies, e.g., T LF P 

urges to 380 °C at f E = 5 Hz and remains largely unchanged till 

 E = 50 Hz. Then the LFP enhancement deteriorates at much higher 

requencies, e.g., T LF P decreases to 300 ◦C at f E = 5 kHz and 260 ◦C 

t f E = 10 kHz. The threshold voltage for DC-suppression and the 

requency-dependent LFP enhancement for AC-suppression will be 

iscussed in the following sections. 
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Fig. 9. Variation of the vapor layer thickness δ for different DC fields (V = 56 V, 

100 V and 140 V) at T w = 300 °C. 
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Fig. 10. Variation of the vapor layer thickness δ for different AC fields ( f E = 5 Hz, 

50 Hz and 5 kHz) at V RMS = 56 V and T w = 300 °C. 

t

r

t

d  

(

s

r

f

o

4

p

t

F

d

t

p

e

g

p

p

c

i

t

d

2  

g

w

i

i  

a

d

c  

v

s

i

D

w

d

.3. Prediction of vapor layer thickness 

The vapor layer thickness δ plays a crucial role in the stability 

f a Leidenfrost drop. According to the foregoing theoretical anal- 

sis, it determines the strength of the electric field, the evapora- 

ion rate, the viscous pressure and the phasic velocity difference. 

y solving Eq. (32) with two initial conditions, the time history of 

can be obtained for both DC and AC electric fields. 

Fig. 9 shows the variation of δ for a Leidenfrost drop residing 

n a hot surface of T w 

= 300 o C when exposed to DC fields. Overall,

he liquid-vapor interface of the drop falls from its initial position 

t δ0 = 34 . 6 μm and undergoes a few cycles of damped oscillations 

efore reaching a new steady state position. The process resem- 

les the response of an underdamped harmonic oscillator to a step 

timulus, except that the restoring and damping mechanisms are 

ue primarily to the interplay of the viscous pressure and the elec- 

ric force, both being nonlinear with respect to the displacement 

rom the original position. Owing to the complexity of Eq. (32) , it 

s infeasible to deduce analytically the natural frequencies of the 

scillating Leidenfrost drop. Since the final equilibrium position is 

etermined by the balance of various forces, the highest voltage 

orresponding to the greatest electric force ( V = 140 V) yields the 

east δ. 

When an AC field is applied, the motion of the interface, gov- 

rned by Eq. (32) , mimics a harmonic oscillator stimulated by a si- 

usoidal driving force, as depicted in Fig. 10 . It is further observed 

hat the temporal response of the system is strongly affected by 

he frequency of the AC field. At the lowest frequency, f E = 5 Hz,

he variation of δ initially exhibits some irregular oscillations, due 

o inertia, and then follows the external field. The quasi-steady os- 

illations proceed with a doubled frequency ~ 10 Hz since the elec- 

ric force scales as the square of the applied field F e ∼ E 2 (indi- 

ated by Eq. (31) ). When f E increases to 50 Hz , after some initial

uctuations, δ oscillates with a frequency ~ 100 Hz and an ampli- 

ude slightly greater than that at 5 Hz. At a much higher driving 

requency, f E = 5 kHz, the drop still undulates but the oscillation 

uickly dampens out. Here it is very tempting to correlate the os- 

illating behavior of the interface to the drop’s resonant frequen- 

ies, which can be estimated by f n = 

√ 

n ( n −1 )( n +2 ) σlv 
4 π2 ρl R 

3 (where n is 

he number of nodes in the oscillation) [ 81 , 82 ], especially, f 2 ≈ 51

z. However, f n is derived for resonant vibrations of the free sur- 

ace of a drop, which are driven by the periodic conversion be- 
10 
ween kinetic energy and surface energy, and is thus not directly 

elevant to the interface motion considered in this work. 

Nevertheless, the most significant finding from Fig. 10 is that 

he computed values of δ never reduce to zero although the Lei- 

enfrost state is shown to be suppressed at f E = 5 Hz and 50 Hz

refer to the experimental results in Fig. 8 ). This is a natural con- 

equence of the force balance model arising from the dominant 

ole of the viscous pressure force at the small δ limit. Hence, the 

orce balance argument alone cannot fully resolve the mechanisms 

f the Leidenfrost state suppression by electric field. 

.4. Kelvin-Helmholtz instability 

Once the vapor layer thickness δ is calculated, the mean va- 

or velocity u m 

and the critical wavelength of the interfacial dis- 

urbances λc can be found from Eqs. (13) and (41) , respectively. 

ig. 11 (a) shows the temporal variations of δ, u m 

and λc for a Lei- 

enfrost drop under a DC voltage V = 56 V at a prescribed wall 

emperature T w 

= 300 °C. It is observed that δ and u m 

are out of 

hase with each other, whereas δ and λc evolve in phase. When- 

ver δ diminishes, the vapor flow is accelerated due to both the 

reater evaporation and the smaller flow area available for the va- 

or to escape. In the meanwhile, the electric field across the va- 

or layer becomes stronger. These factors together lead to a de- 

rease in λc , making the liquid-vapor interface more vulnerable to 

nstabilities. It is important to note that while λc fluctuates over 

ime, it is the minimum of the instantaneous values, λc,min , that 

etermines the interfacial stability. Fig. 11 (a) shows that λc, min = 

 . 4 mm , corresponding to δmin = 31 μm and u m, max = 2 m / s , is

reater than ξ = 2 a = 2 . 2 mm . Thus, the interfacial disturbances 

ill decay and the Leidenfrost state persists. In contrast, Fig. 11 (b) 

llustrates that at higher voltages, λc,min may decrease below ξ , for 

nstance, λc, min = 0 . 9 mm at 100 V and λc, min = 0 . 5 mm at 140 V,

nd the Leidenfrost drop will be destabilized in both cases. 

Fig. 12 shows the evolutions of δ, u m 

and λc of a Leidenfrost 

rop exposed to AC electric fields. Three different driving frequen- 

ies are considered, f E = 5 Hz, 50 Hz and 5 kHz, while the RMS

oltage remains a constant V RMS = 56 V . The wall temperature is 

et at T w 

= 300 °C. The waveform of the sinusoidal AC signal is 

ncluded in the figure to facilitate the discussion. Compared to the 

C results, the instantaneous growth of λc cannot be correlated 

ith δ and u m 

in a simple manner, but the minimum value λc,min 

oes appear concomitantly at δ and u m,max when the voltage 
min 
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Fig. 11. (a) Variation of the vapor layer thickness δ, vapor velocity u m and critical 

wavelength λc of the interface after a DC signal ( V = 56 V) is applied; and (b) 

Variation of the critical wavelength after DC signals ( V = 100 V and 140 V) are 

applied ( T w = 300 °C). 
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Fig. 12. Variation of the vapor layer thickness δ, vapor velocity u m and critical 

wavelength λc of the interface after AC signals ((a) f E = 5 Hz, (b) 50 Hz and (c) 

5 kHz) are applied ( V RMS = 56 V and T w = 300 °C). 
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eaches its peak. For the given V RMS and T w 

, λc,min is determined to 

e 1 . 9 mm , 1 . 9 mm and 2 . 2 mm for f E = 5 Hz, 50 Hz, and 5 kHz,

espectively. According to the instability criterion λc,min ≤ ξ and 

= 2 . 2 mm, it is deduced that the Leidenfrost drop will be sup-

ressed by AC signals at 5 Hz and 50 Hz but not at 5 kHz, which

s consistent with the experimental results in Fig. 8 . 

The dependence of λc,min on the electric field is further illus- 

rated in Fig. 13 , where λc,min is plotted in the parameter space de- 

ned by V RMS and f E at a wall temperature of 300 °C. Two general 

rends can be detected: 1) λc,min decreases with increasing V RMS , 

.e., higher voltage tends to destabilize the Leidenfrost state; and 

) λc,min is not very sensitive to f E at the low frequency range but 

uickly increases for higher frequencies, i.e., electrostatic suppres- 

ion of the Leidenfrost state is more effective at low frequencies. 

mposing ξ (the apparent contact length of the drop) as the gray- 

olored plane in Fig. 13 (a), the parameter space will be demarcated 

nto an upper “stable” region, where λc,min > ξ and the Leidenfrost 

rop will survive, and a lower “unstable” region, where λc,min ≤ ξ
nd the Leidenfrost state is suppressed. To observe this better, the 

solines of λc,min are plotted in Fig. 13 (b) with f E and V RMS as the 

oordinates. Clearly, at a prescribed wall temperature, the unstable 

egion is bounded by the envelope λc,min = ξ . It is only attainable 

ithin a certain voltage-frequency range, that is, the voltage must 
11 
e sufficiently high and the frequency must be sufficiently low to 

uppress the Leidenfrost state. Within this region, the LFP can be 

nhanced to a higher value by tuning the voltage and frequency of 

he AC field. Additionally, upticks are observed at about f E = 100 

z in Fig. 13 (b), implying that a lower voltage is required to reach

c,min . This is supposed to be related to the natural frequency of 

he interface motion at which the maximum oscillation of δ takes 

lace. Unfortunately, a straightforward estimate of this natural fre- 

uency is prohibited by the complex form of Eq. (32) and will be 

ddressed in future study. 
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Fig. 13. Dependence of the minimum critical wavelength λc,min on the electric field 

at prescribed wall temperature T w = 300 °C. 
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Fig. 14. Dependence of the LFP on the electric field. 
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.5. Leidenfrost temperature 

In the foregoing analysis, λc,min is determined as a function of 

 E and V RMS for a prescribed wall temperature and the Leidenfrost 

tate corresponds to the criterion λc,min = ξ . Since λc,min also de- 

ends on the wall superheat, the LFP can be deduced reversely 

or given electric field conditions, as shown in Fig. 14 , which al- 

ows the LFP to be determined for any combination of V RMS and f E . 

he LFP isolines in Fig. 14 (b) indicate that, compared to the base- 

ine case without electric field T LFP = 200 ◦C , the LFP is enhanced to

05 ◦C when an AC voltage signal of V RMS = 42 V is applied over

 wide range of frequencies (in fact, a lower voltage is needed 

round 100 Hz, probably due to the resonant behavior of the inter- 

ace). As the driving frequency goes beyond 4 kHz (i.e., the charge 

elaxation frequency for water [83] ), the conducting liquid starts 

o behave like a dielectric and the electric field no longer concen- 

rates across the vapor layer. Hence, much higher voltages are re- 
12 
uired to sustain the electrostatic suppression mechanism. Similar 

rends can be found from the other isolines. Lastly, the theoretical 

redictions of LFP are compared in Fig. 15 with the experimental 

esults for a fixed voltage V RMS = 56 V . The reasonable agreement 

uggests that the analytical model developed in this work captures 

he key physics of the electrostatic suppression and can be used 

s a design tool to predict the LFP in relevant phase change heat 

ransfer applications. 

. Conclusions 

Electrostatic suppression of the Leidenfrost state was studied 

oth experimentally and theoretically with the aim to address 

ome critical drawbacks in the current understanding of the sup- 

ression mechanisms. The dynamics of a Leidenfrost drop was 

isualized and the Leidenfrost temperature was determined un- 

er the influence of both DC and AC electric fields. An analytical 

odel was formulated to identify the physical origin of the Leiden- 

rost suppression and to determine the Leidenfrost temperature for 



Y. Lu, J. Bao and D. Liu International Journal of Heat and Mass Transfer 170 (2021) 121036 

Fig. 15. Comparison of the experimental measurements and the theoretical predic- 

tions of the LFP at different frequencies for a prescribed voltage V RMS = 56 V. 
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iven fluid type and applied electrical signal, which may be em- 

loyed as a predictive tool for practical design of heat transfer de- 

ices involving the Leidenfrost phenomenon. The key findings are 

ummarized below. 

1 The Leidenfrost state can be effectively suppressed by applying 

a DC or AC electric field and the LFP is greatly enhanced. For 

DC suppression, the degree of LFP enhancement is proportional 

to the voltage. For AC suppression, the maximum LFP enhance- 

ment occurs near the natural frequency associated with the in- 

terfacial motion, but starts to fade when the driving frequency 

passes the charge relaxation frequency of the liquid. 

2 The existing force balance models and linear instability analysis 

are found inadequate in revealing the full mechanisms of Lei- 

denfrost suppression. The former group requires some arbitrary 

threshold vapor layer thickness to assert a successful suppres- 

sion, whereas the latter is limited largely to the analysis of con- 

ducting liquids in DC field and does not yield a direct prediction 

of the LFP. 

3 A new theoretical approach was developed in this work which 

first derives the vapor layer dynamics from the force balance ar- 

gument and then applies the Kelvin-Helmholtz instability anal- 

ysis to determine an interfacial instability criterion. This model 

is able to predict directly the LFP for given electric field condi- 

tions as well as the electric field needed to suppress the Leiden- 

frost state at prescribed wall temperature. Moreover, this model 

is applicable to both conduction and dielectric fluids enhanced 

by either DC or AC field. 
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